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Algorithms

What is an Algorithm?

An algorithm is a step-by-step procedure for solving a specific problem or accomplishing a specific, finite goal. We frequently talk about algorithms in mathematical terms, but they're not necessarily mathematical in the operations performed, or in the results produced. On the other hand, many algorithms share not only some notation with mathematical formulæ, but also a certain level of formality in their expression.

In general, an effective algorithm has the following characteristics:

- Explicit, complete, and precise initial conditions.
- A complete, unbroken—but not necessarily purely linear—series of steps (operations, decision points, and jumps to other steps) to follow, to arrive at the desired result.
- Explicit, complete, and precise terminal (stopping) conditions. If appropriate, these should include conditions that indicate that the problem can't be solved by the algorithm.

The steps in an algorithm should be sufficient to go from the initial conditions to the intended goal, or to a condition in which it's clear that the algorithm won't produce the desired result. This latter outcome doesn't necessarily mean that the algorithm doesn't work; however, if the rules of the algorithm don't properly identify such a condition, then the algorithm is incomplete. Similarly, when an algorithm doesn't solve a problem to which it is applied, that doesn't necessarily mean the problem can't be solved—only that it can't be solved with that algorithm.

To be effective, it's important that an algorithm is unambiguous, at least in its critical elements. For example, we probably wouldn't place much confidence in an algorithm that included the instruction: "Step 3: Subtract 18, or sometimes 43, from the total."

How are Mathematical Formulæ and Algorithms Related?

A mathematical formula isn't necessarily an algorithm—but formulæ are often key elements of algorithms. A formula describes a relationship between mathematical entities—variables and constants—but it might not tell us (at least not directly) what to do with that relationship.

For example, the following formula describes the relationship between temperatures in the Celsius and Fahrenheit scales:

\[ 5(F - 32) = 9C \]  \hspace{1cm} (1)

where

- \( F \) = temperature in degrees Fahrenheit
- \( C \) = temperature in degrees Celsius
The formula defines the relationship between temperatures in Celsius and Fahrenheit, but it doesn't give us an explicit algorithm for converting from one to the other. Fortunately, if we have some understanding of algebra, we can easily write such an algorithm.

First, we can use the basic operations of algebra to convert the previous formula into this form:

\[ C = \frac{5(F - 32)}{9} \quad (2) \]

Working from this formula, it's a relatively straightforward task to write an algorithm to convert from Fahrenheit to Celsius:

1. Start with a given temperature in degrees Fahrenheit.
2. Subtract 32 from the value used in step #1.
3. Multiply the result of step #2 by 5.
4. Divide the result of step #3 by 9.
5. The result of step #4 is the temperature in degrees Celsius.

Algorithm 1: Conversion from Fahrenheit to Celsius

Note that we've shifted from describing the relationship between the two scales to listing computational steps in a specific order. Also, note that the process required to convert (1) into (2) is itself an algorithm—one that you learned in first-year algebra—for isolating a variable in a linear equation.

What Do Algorithms Have to Do With Computers?

Computer programming consists, in large part, of creating unambiguous, step-by-step procedures for the computer to follow, to produce specific results. In other words, we might say that computer programming is almost all about algorithms.

In many respects, computers are electronic idiot savants: they can perform amazing feats of calculation and memory, but without our help they're almost totally incompetent when it comes to applying those abilities to practical problems. Do you want to compute the sine of an angle? How about computing the natural logarithm of a number? These tasks are easy for a computer—in fact, in most modern computers, these operations are built in to the CPU itself. But if you want to plot the graph of \( y = \sin x \) on the screen, or balance your checkbook, or compute the area of the region \( 1 \leq x \leq 100, 0 \leq y \leq 1/x \), the computer is helpless—until someone writes algorithms to accomplish these tasks, and “teaches” them to the computer.

Fortunately for us, many such algorithms have already been written, in languages the computer can understand. When we write a line of Python or Java code, when we compose a formula for the cell of an Excel spreadsheet, even when we fit a series of StarLogo TNG blocks together, we're using the procedures others have written as building blocks for the algorithms we create.
Questions for Discussion

- What are some step-by-step procedures that you follow on a regular basis?
- Which of these are primarily quantitative, and which are not?
- Do these algorithms have complete initial and terminal conditions?
- What algorithms can you think of that include no ambiguity?
- What common algorithms can you think of that include some ambiguity? Does this ambiguity (or flexibility) affect our ability to obtain the desired result?
- Is there another sequence, different from the one shown, in which we could perform the necessary steps to convert from Fahrenheit to Celsius? In other words, is there another algorithm for performing this conversion?
- In writing a temperature conversion algorithm, would you approach the problem differently if the target audience consisted of 7th grade schoolchildren, vs. a group of engineers? If so, what would you change?
- Would you approach the problem of writing the algorithm differently if we knew that the target audience would be using calculators, vs. pencil and paper? How about if they were using Microsoft Excel on computers?
Pseudocode

What is Pseudocode?

It may be that when we've done a careful job of articulating an algorithm, the result is so precise, so unambiguous, and so clearly structured that a computer implementation of the algorithm can be written with little or no additional preparation—even by a programmer who has no prior familiarity with the algorithm in question. In this case, we might say that our articulation of the algorithm is actually a kind of pseudocode: it has many characteristics in common with programming language code, and it may appear very much like such code, but it is not, in fact, directly usable as programming language code.

Pseudocode is a very useful device for specifying the logic of a computer program (or some critical portion of a program) prior to that program actually being written, as well as for documenting the logic of a computer program after the fact. It can be used to express the high-level logic of a traditional program, the lower-level details of a core function in an operating system or run-time library, the behaviors and methods in an agent-based or object-oriented program, and everything in between. But as useful as pseudocode is, there's a catch: unlike actual programming languages, and unlike natural languages, there's no standard vocabulary or grammar for pseudocode. Pseudocode can be expressed in virtually any written language in existence. It can look very much like standard (albeit very formal) prose; at the other end of the spectrum, it can appear so close to programming code that on first glance, we might think that's exactly what it is.

So what is pseudocode? One way to describe it is easy, but arguably not very useful: in practice, pseudocode is simply a very precise, minimally ambiguous articulation of an algorithm—but even more precise, and less ambiguous, than usual.

Another clue comes from the world of mathematics: pseudocode often employs algebraic variable naming and expressions, as well as notation from set theory, linear algebra, and other branches of mathematics. The use of these mathematical conventions can go a long way toward eliminating, or at least reducing, ambiguity in the description of an algorithm.

Ultimately, the most important characteristic of pseudocode is not really what it is, but what it makes possible. As noted above, when we start with well-written pseudocode, virtually any programmer with reasonable competence in a given programming language should be able to implement the algorithm described by the pseudocode, in the given language, with little or no need for further instruction.

Writing Pseudocode

Given the fact that there isn't a “pseudocode standard”, we're mostly left to our own devices to come up with a suitable grammar and vocabulary for the pseudocode we write (unless, of course, we happen to be working in or for an organization which has well-established standards or conventions for pseudocode). But others have gone before us, and we can learn from them.
Pseudocode Guidelines

1. Avoid mixing and matching of natural languages (just as you should when naming variables and methods in program code). For example, if you're writing pseudocode in English, avoid including terms or variable names from other languages, unless there's a compelling reason to do so.

2. Strive for consistency (except when doing so would make the pseudocode less clear). For example, if in one part of your pseudocode you use a particular symbol or verb to denote assignment of a value to a variable, use that same symbol or verb throughout.

3. Where a step in the algorithm is expressed primarily in natural language, with few symbolic notations, use proper grammar. However, remember that mathematical expressions are often less ambiguous than natural language, even with correct grammar.

4. Since most programming languages borrow keywords from English, it's to be expected that pseudocode will resemble programming code to some extent. However, pseudocode should not be tightly coupled with any single programming language. Instead, it should employ control structures, verbs, and other keywords that are common to most programming languages. For example, most languages have if-then-else, for-next, and while flow control statements; when combined with mathematical symbols for calculation of simple expressions and assignment of values to variables, these are sufficient for expressing virtually any algorithm.

5. It isn't necessary (or even desirable, in many cases) to have a one-to-one correspondence between each line of pseudocode and a corresponding line of program code, or between the symbolic names used in pseudocode and those used in program code. In particular, many common high-level operations (e.g. sorting values, searching for a minimum or maximum value from a list, reading a value from a file) should generally be stated in a single line of pseudocode, rather than including all of the steps necessary to perform those operations in practice—unless, of course, the algorithm being described is for performing just such an operation.

6. Use indentation to make any non-linear structure apparent. For example, when using an if-then statement to show that some portion of the algorithm should be performed conditionally, place the conditional portion immediately below the if-then statement, and indent it one tab stop to the right of the if-then statement itself. Similarly, if some portion of the algorithm is to be performed iteratively, under the control of a for-next or while statement, place that portion of the algorithm immediately below the for-next or while statement, and indent it one tab stop further to the right. (By the way, these are good indentation practices for program code as well.)

7. If an algorithm is so long or complex that the pseudocode becomes hard to follow, try breaking it up into smaller, cohesive sections, each with its own title; we can think of these sections as the pseudocode analogues to methods, functions, and procedures. When you do this, make sure that the pseudocode also includes an articulation of the higher-level sequence, showing the order in which the more detailed sections should be performed.
Algorithm and Pseudocode Examples

Sieve of Eratosthenes

Eratosthenes of Cyrene (c. 276 BCE–c. 194 BCE) was a mathematician and scientist, and a librarian at Alexandria [1]. He was generally considered to be an excellent all-round scholar, but not the leader in any individual field. Nonetheless, many of his accomplishments were impressive in their time (for example, he made surprisingly accurate measurements of the circumference and tilt of the Earth), and his most famous innovation, the Sieve of Eratosthenes, is still an important technique in number theory today.

A prime number is a positive integer which has exactly two distinct positive integral divisors: itself and 1. (By this definition, it's clear that 1 is not a prime number, since it has only one positive integral divisor: itself.) We can prove that there's no limit to the number of primes, and no largest prime, but prime numbers slowly become more sparse as they increase in value. For example, there are 168 prime numbers between 1 and 1,000, but only 106 primes between 10,001 and 11,000, and only 81 between 100,001 and 101,000.

The Sieve of Eratosthenes is a simple and effective algorithm for identifying the primes in a range of numbers [2]. It's based on the fact that once we find a prime number, we've also found an infinite number of composite (non-prime) numbers—namely, all of the integral multiples of the prime that are greater than the prime itself. So, to find all of the primes between 2 and some upper limit, we simply remove all of the non-primes in that range, in a systematic fashion:

1. Write down all of the positive integers from 2 to the upper limit of the given range of numbers, in order.
2. Starting with the number 2, and proceeding in order to the largest integer less than or equal to the square root of the upper limit\(^1\), do the following with each number:
   - If the current number is not crossed-out:
     - For all integral multiples of the current number, starting with its square, but not exceeding the upper limit:
       - Cross the multiple off the list.
3. Every number in the list that isn't crossed-out is prime.

Algorithm 2: Sieve of Eratosthenes, natural language

---

\(\text{\textsuperscript{1} Any composite number can be expressed as the product of at least one pair of integer factors, both of which are greater than 1; one of the two factors in every such pair will always be less than or equal to the square root of the composite number. Thus, we need only eliminate the multiples of prime numbers less than or equal to the square root of the upper limit. Conversely, when we move to a new number, the lowest multiple that we need to cross out is the square of that number.} \)
The algorithm is described in fairly unambiguous terms, which makes for a good start. However, it probably wouldn't be considered pseudocode—not yet, anyway. For one thing, we know that pseudocode shouldn't be tied to a specific programming language—but neither should it be tied to a pencil-and-paper implementation, as our description of the Sieve of Eratosthenes is.

Let's make the algorithm more general, and also a little more formal. We'll use a few more mathematical expressions this time, but still nothing very advanced.

1. Let \( u \) = upper limit of the range of numbers in which we will look for primes.
2. Let \( L \) = ordered list of numbers, initially containing the set of values \( \{2, 3, 4, \ldots, u\} \).
3. Let \( p = 2 \) (the smallest value in \( L \)).
4. While \( p \leq \sqrt{u} \):
   a. Let \( m = p^2 \).
   b. While \( m \leq u \):
      i. If \( m \) is in \( L \):
         • Remove \( m \) from \( L \).
      ii. Let \( m = m + p \)
   c. Let \( p = \) the smallest value in \( L \) that is larger than the current value of \( p \).
5. Done: The values remaining in \( L \) are the prime numbers between 2 and \( u \), inclusive.

Note that the description of the algorithm no longer includes any details on the mechanics of setting up or updating the list of numbers (i.e. it no longer says things like “write down all of the positive integers …”, or “cross the multiple off the list”). But this change is a good thing: it gives the developer flexibility in implementing those details, while still specifying the important aspects of the algorithm unambiguously.
**Euclid's Algorithm**

Euclid (fl. 300 BCE) was a prominent Greek mathematician—often called the “Father of Geometry”—who wrote and taught at the Library of Alexandria during the reign of Ptolemy I [3]. His most famous work, *Elements*, is arguably the most important mathematics textbook ever written.

*Elements* deals primarily with geometry, but Euclid also addresses number theory in the book. In fact, this example was initially expressed in geometric terms by Euclid, but his solution is an important development in number theory.

Consider two line segments, of different lengths. Can we construct a third line segment, of such a length that this third line segment will measure the other two evenly (i.e. the third will fit into each of the other two an integral number of times, with no portion left over)? How can we find the largest such line segment?

Another way of expressing the problem is probably more familiar to you: Given two numbers, what's their greatest common divisor? However we state it, this is the problem solved by Euclid's algorithm [4].

The algorithm can be applied to many different kinds of numbers and algebraic quantities, including integers, rational numbers, real numbers, polynomials, etc. However, the most common application is to positive integers; the pseudocode shown here assumes that's what we're dealing with.

In this algorithm, we'll use a few symbols you might not have seen before:

- ∈ “Is in”, “is an element of”, or “is a member of”. For example, $a ∈ B$ indicates that $a$ is a member of the set $B$.

- $\mathbb{N}$ The set of natural or counting numbers; the set of positive integers: $\{1, 2, 3, \ldots\}$.

- ← “Gets”, or “is assigned the value”. For example, $a ← b$ means that the value of $b$ is assigned to $a$ (we could also state this as “let $a = b$”, as we did in the pseudocode for the Sieve of Eratosthenes). A more interesting example is $x ← (10 \cdot y + z)$, which means that the value of $y$ should be multiplied by 10 and added to the value of $z$, and the result then assigned to $x$.

---

2 The most commonly used symbol for the assignment operator in pseudocode is $=$, which is also the assignment operator used in most programming languages. However, because $=$ is also frequently used for equality testing in pseudocode (as well as some programming languages), this can sometimes lead to confusion. Another alternative to $=$ and ← is $:=$, which is used for assignment in programming languages derived from Pascal (Pascal, Modula-2, Oberon, Delphi, etc.).
With the symbols defined above, we can now write Euclid's algorithm in pseudocode:

- Given two numbers, \( a \) and \( b \), where:
  - \( a \in \mathbb{N} \)
  - \( b \in \mathbb{N} \)
- Define new variables \( a' \) and \( b' \), with:
  - \( a' \leftarrow a \)
  - \( b' \leftarrow b \)
- While \( (b' \neq 0) \):
  - If \( (a' > b') \), then:
    - \( a' \leftarrow (a' - b') \)
  - Otherwise:
    - \( b' \leftarrow (b' - a') \)
- \( a' \) is the GCD of \( a \) and \( b \).

Algorithm 4: Euclid's algorithm

Note that as in most pseudocode, the indentation is significant. For example, the lines underneath and indented to the right of “While \( (b' \neq 0) \)” should be repeated until the condition \( (b' \neq 0) \) is no longer true.

Also, notice that this example doesn't use any numbering of the steps. Without such numbering, we'll assume that the algorithm proceeds from the first to the last step in order, except as modified by conditional or iterative execution. In this case, we can see that the third top-level step is an iterative while statement, and its dependent steps consist of an if-then-else statement. Thus, when we get to that step, we'll repeat the if-then-else statement until the condition for iteration with while is no longer true; then we'll move on to the fourth top-level step.

An experienced programmer (or mathematician) will probably recognize that the repeated subtractions in Euclid's algorithm can be expressed more concisely using the modulo operation --- with mathematically and logically equivalent results [5]. (This change also makes the computation more efficient on most CPUs.) When writing or reading pseudocode, we shouldn't assume that code based on the pseudocode must follow it exactly, or that pseudocode written after-the-fact must follow the code exactly. Neither type of translation is a trivial or mechanical process, but one that demands the application of experience, thought, judgment, and creativity.

---

3 Simply put, the modulo operation, written as \( a \mod b \), is the remainder produced when \( a \) is divided by \( b \). When both \( a \) and \( b \) are positive, the result of the modulo operation is equal to the smallest non-negative value produced by zero or more subtractions of \( b \) from \( a \).
**Prim's Algorithm**

In graph theory, a graph is a pair of sets—one set of nodes (i.e. points or vertices) and another of edges, where each edge connects exactly two of the nodes [6]. An undirected graph is one in which any edge can be traversed in either direction, and there is at most one edge between any pair of nodes. A connected graph is one in which a route can be found between any two nodes in the graph, by traversing one or more edges in the graph. A weighted graph is one in which each edge has a weight (which may be its length, or the cost of traversal).

In an undirected graph, a tree is a set of edges, connecting a subset of the nodes, so that there are no cycles—i.e. for any two nodes connected by edges in the tree set, there's only one path connecting those nodes that uses the edges in the tree set. A spanning tree is a tree which connects all of the nodes in an undirected graph; any connected graph contains at least one spanning tree. Finally, a minimum spanning tree (MST) is a spanning tree of a weighted, connected, undirected graph, which minimizes the total weight of the edges in the tree. (There may be more than one spanning tree with the same minimum total weight in a given graph.)

The problem of finding the MST is an example of a combinatorial optimization problem. In such problems, the solution space consists of all the different possible combinations of decision variables; the solution task consists of finding the combination that satisfies the problem constraints, while minimizing or maximizing the value of some objective function. Many combinatorial optimization problems are very difficult to solve, since the number of possible solutions tends to grows much faster than the number of inputs. For example, the number of spanning trees in a fully connected, undirected graph (i.e. one in which there is a direct connection between every pair of nodes) with \( n \) nodes is \( n^{n-2} \). A fully connected graph with 2 nodes has \( 2^0 = 1 \) spanning tree; one with 5 nodes has \( 5^3 = 125 \) spanning trees; one with 15 nodes has \( 15^{13} = 1,946,195,068,359,375 \) spanning trees. Imagine using brute force to find the MST for a network with a few hundred nodes!

Fortunately, this is a problem where there are a few simple solution techniques that work much better than an exhaustive search of the solution space. One of these is called Prim's algorithm—named for Robert Prim, a mathematician and computer scientist who developed the algorithm in 1957 [7]. Actually, Prim independently reinvented an algorithm originally invented in 1930 by Vojtech Jarník; because of this, the algorithm is sometimes called the Jarník-Prim (or Prim-Jarník) algorithm [8]. The algorithm was independently reinvented once again in 1959 by Edsger Dijkstra.

Prim's algorithm is very straightforward, but the pseudocode version that follows uses some mathematical symbols that may be unfamiliar to many (though we used and described two of these symbols in the pseudocode for Euclid's Algorithm). The essential symbols are these:

\[ \in \quad \text{“Is in”, “is an element of”, or “is a member of”.} \]

\[ \notin \quad \text{“Is not in”, “is not an element of”, or “is not a member of”. For example, } a \notin B \text{ indicates that } a \text{ is not a member of the set } B. \]
∅ The null, or empty set; a set with no members.

∪ Union of sets. For example, \( A \cup B \) is the set formed by the union of sets \( A \) and \( B \)—that is, the set of all elements that are either in \( A \) or \( B \), or in both (but without duplicating any of the elements contained in both).

\{a\} The set containing the specified elements. For example, \( \{a\} \) is a set containing the single element \( a \), while \( \{a, b\} \) is a set containing the elements \( a \) and \( b \).

← “Gets”, or “is assigned the value”.

With the above definitions, Prim's algorithm can be expressed as:

- Given the connected, weight graph \( G(V, E) \), where:
  - \( V \) is the set of nodes
  - \( E \) is the set of edges
  - \( e_{uv} \) is the edge connecting the nodes \( u \) and \( v \), where \( u \in V \), \( v \in V \), \( e_{uv} \in E \)
  - \( c_{uv} \) is the weight (cost, length, etc.) of \( e_{uv} \)
- Define two additional sets, \( E_{mst} \) and \( V_{mst} \), with:
  - \( E_{mst} \leftarrow \emptyset \) (set of edges in minimal spanning tree, initially empty)
  - \( V_{mst} \leftarrow \emptyset \) (set of nodes connected by minimal spanning tree, initially empty)
- Randomly select starting node \( v_0 \in V \)
- \( V_{mst} \leftarrow \{v_0\} \)
- While \( V_{mst} \neq V \):
  - Find edge \( e_{uv} \) with minimum \( c_{uv} \), where \( u \notin V_{mst}, v \in V_{mst}, e_{uv} \in E \)
  - \( V_{mst} \leftarrow V_{mst} \cup \{u\} \)
  - \( E_{mst} \leftarrow (E_{mst} \cup \{e_{uv}\}) \)
- \( E_{mst} \) is a minimum spanning tree for \( G(V, E) \)

Algorithm 5: Prim's algorithm

Note that in the lines that start with “Randomly select …” and “Find edge …”, it's assumed that we know how to select a random element from a set, and how to find the minimum-weight edge with one endpoint already connected to the MST, and one not yet connected. Operations such as these aren't unique to this algorithm, but are used in many algorithms; thus, they're not described in detail in the pseudocode.


**Gift Wrapping Algorithm**

In computational geometry, we sometimes need to find the *convex hull* of a set of points. Simply stated, the convex hull of a set of points is the minimal set of points which contains the first set, and which is also *convex*.

First, what does *convex* mean in this context? You probably have a common sense understanding of the meaning, as applied to two- or three-dimensional shapes, but you might not know the actual definition. In fact, it's quite simple:

A set of points is convex, *if and only if* for *any* pair of points in the set, all points on the line segment connecting those two points are also in the set [9].

We can write this definition symbolically as follows:

\[ S \text{ is convex } \iff (\alpha p_1 + (1-\alpha) p_2) \in S, \ \forall \ p_1, p_2 \in S, \ \alpha \in [0,1] \] (3)

If you find (3) confusing, try re-reading it, after reading these definitions:

\( \iff \) “If and only if”. This is a relationship between two logical statements, and means that the two must either both be true, or both be false. For example, \( a \iff b \) means that \( a \) and \( b \) are either both false, or both true. (Note that causation should not necessarily be assumed from this relationship.)

\( \in \) “Is in”, “is an element of”, or “is a member of”.

\( \forall \) “For all”, or “for any”. This is used to state that the logical statement to the left of the symbol applies for all conditions described to the right of the symbol, or that the operation described to the left of the symbol should be applied to all combinations described to its right. For example, \( 2x \in \mathbb{N}, \ \forall \ x \in \mathbb{N} \) —that is, for any value \( x \) that is a member of \( \mathbb{N} \) (the set of natural numbers), the value \( 2x \) is also a member of \( \mathbb{N} \).

\[ [a, b] \] The set of real numbers bounded by the specified limits, including those limits. Another way to say this symbolically is to use the \( \{ \ldots \} \) set constructor notation—but instead of listing all of the values to be included in the set within the braces (which is impossible for real numbers), we would do it with \( \{ x \in \mathbb{R} | a \leq x \leq b \} \), which denotes the set of all real numbers \( x \), such that \( a \leq x \leq b \).

Now that we have a solid understanding of (3), and thus an understanding of what a convex set is, let’s return to the task of finding the convex hull.

Imagine that each point in the first set of points is a nail driven part-way into a flat surface. Now, stretch an elastic band around the set of nails, so that all of the nails are within the perimeter of the band. Finally, let the elastic snap into place. The polygon formed by the elastic band is the boundary of the convex hull\(^4\) of the points.

\(^4\) Some definitions refer to this boundary, rather than the set of points it encloses, as the convex hull.
This might not seem like an interesting problem at first, but it has many applications in image processing, geographic information systems (GIS), statistics, and other fields. Also, while solving the problem might seem trivially easy (especially when we consider the rubber band analogy), remember that imagination and visual intuition aren't strengths of most computers.

This is another combinatorial optimization problem; this time, the task is to find the subset of the specified points, and the permutation (ordering) of the points in that subset, so that they form a convex polygon that encloses all of the points. Fortunately, there are once again much better ways of solving the problem than making an exhaustive search through subsets of the points. One of the most intuitive methods, which performs well when the number of points on the boundary is relatively small, is the gift wrapping algorithm (sometimes called a Jarvis march, after its inventor, R. A. Jarvis) [10], [11].

Here's a two-dimensional version of the algorithm (though it can be extended to higher dimensions). In reading this, it might be helpful to imagine yourself walking along the perimeter of the convex polygon as it's being constructed.

1. Given a set of points on the XY Cartesian coordinate plane, and an initially empty ordered list of vertices for the convex polygon forming the boundary of the convex hull:
2. Find the point with the minimum Y value. This point is the initial point on the boundary polygon of the convex hull; it also becomes the current point in the algorithm.
3. Add the current point to the ordered list of vertices.
4. Find the candidate point in the set (excluding the current point from consideration) which, if a line is drawn from the current point through the candidate point, results in all of the other points in the set falling either on the left-hand side of the line, or exactly on the line itself.
5. If additional points (other than the current point and the candidate point) fall on the line, and the candidate point isn't the initial point:
   ○ Select the point exactly on the line which is furthest from the current point, in the same direction as the candidate point, to be the new candidate point.
6. Move to the candidate point, making it the new current point.
7. If this new candidate point is not the initial point, return to step #3 and proceed as before.
8. Done: The list of vertices, and the line segments connecting them (in the order in which the vertices were added to the list) make up the completed boundary of the convex hull.

Algorithm 6: Gift wrapping algorithm
Questions for Discussion

• After reading the examples, which form of expression (i.e. using natural language or using mostly mathematical notation) did you find easier to understand?

• Did your preference depend on the nature of the algorithm itself?

• Pick one of the natural language algorithms, and translate it into a pseudocode expression that relies more on mathematical expressions. To see how well you did, present your results to a colleague. Did he or she understand the algorithm as you expressed it?

• Pick one of the mathematical expression-based pseudocode algorithms, and translate it into mostly natural language. To see how well you did, present your results to a colleague. Did he or she understand the algorithm as you expressed it?
Summary

In this document, we've introduced basic concepts of algorithms. We've also introduced concepts and practices for writing pseudocode, which can serve as an aid to the implementation of algorithms in computer code, or as a tool for documenting the algorithmic logic of existing computer code.

It's important to note that while an algorithm should have as little ambiguity as possible, that doesn't mean there's a single best way to express an algorithm, or a single best way to translate that expression into a computer program.

It would be a serious mistake to think that a software developer writing an implementation of an algorithm is little more than an automaton, performing a mechanical translation of the algorithm into code. Even in the few examples we've discussed here, there are a number of important details that are left unspecified, under the assumption that a skilled programmer will already know suitable methods for implementing those aspects of the algorithms, and specifying them is thus unnecessary. All in all, it's quite common that two different but equally competent developers, working from the same description of an algorithm (even one written in very detailed pseudocode), using the same programming language, and following the same coding conventions, will end up with different implementations. Even with a shared starting point, each programmer's unique skills, style, and creativity quickly become apparent.

The history, theory, and development of algorithms are rich areas of study, even when viewed apart from the world of electronic computation. But the ever-expanding role of scientific computing (aka computational science) makes an understanding of algorithms that much more important, and makes algorithms an even more rewarding subject of exploration.
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